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Summary

Using partition of sample space due to Tikkiwal (1972); Bhargava and Tikkiwal
(1978) re-defined Tsand T -classes of linear estimators, so as to make the seven classes
of linear estimators broad-based. This paper discusses the existence or otherwise of
minimum-variance-linear-unbiased-estimator (MVLUE)inthe Tsand Ts-classesand
in the most general class Ty. It also gives a unified proof for the non-existence of
MVLUE in the T; - class of Prabhu-Ajgaonkar and Tikkiwal (1961) for sampling
schemes with or without replacement.

"‘Keywords : T-classes, partition of’ sample space, Minimum- variance
linear-unbiased-estimator (MVLUE), Unified approach to sampling with and without

replacement, Basu’s estimator. Midzuno sampling scheme, Horvitz-Thompsonsampling
scheme. :

Introduction

A review of seven T-classes of linear estimators, starting with the work of
Horvitz and Thompson [4] is given earlier by Bhargava and Tikkiwal [2]- While
reviewing the literature, they re-defined Ts and Tg-classes using partition of sample
space (Tikkiwal, [9]), so as to make the seven classes broad-based. It is shown by
them [Theorem 3.1, part (b), p. 15] that Godambe’s general class [3] is a sub-class
of T-class. Thus, Godambe showed only the non-existence of the minimum-
variance-linear-unbiased-estimator (MVLUE) in this sub-class. This paper,
therefore, discusses the existence or otherwise of MALUE. in the new Ts and
Te-classes and also in the broad T5- class. Further, Prabhu-Ajgaonkar and Tikkiwal
- [8] defined Ts-class for sampling with or without replacement differently (Table

3.1, p. 18) from other authors (Godambe [3] ; Koop [5] [6]) and proved the
non-existence of MVLUE separately for sampling schemes with replacement and -
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for those without replacement. This paper gives a unified proof for the non-
existence of MVLUE in this Ts-class of Prabhu-Ajgaonkar and Tikkiwal for.
sampling schemes with or without replacement. '

Itis shown that Tsand T7-classes of linearunbiased estimators are, ingeneral,
non-empty. However, there is no MVLUE in these.classes.

The new Tg-class of linear unbiased estimators is non-empty for simple
random sampling without replacement and the classical estimator, the sample
mean, is MVLUE in this class. However, for simple random sampling scheme with
replacement, Midzuno sampling scheme and Horvitz-Thompson’s scheme, this
class is empty in general. The estimator for such sampling schemes lies in another
new class due to Tikkiwal, [11] Which depends on a particular Sy, the draw and
the out-come at that draw.

For simple random sampling with replacement and varying probabilities with
replacement, the T¢-class may still be treated as empty for search of estimators for
these sampling schemes; as in these cases the estimator also lies in still another new
class due to Tikkiwal [11] which depends only on an S, for all samples in that S,

2. Approach to the Problem and Notations Used

Let uy, uy,...,uy b the N distinct units of given finite population. Let x; for
i=1,2, ..., Ndenote the observation on the i™ units u; of the population for the
character X under study. Because of what is said in Section 1, the problem is to
examine existgence or otherwise of MVLUE in Ts, T and T7-classes, of population

total T(X) = ¥ x; based onthe observations x; on units occuring in a given sample
i=1

sy, of size n drawn from the finite population according to a certain sampling scheme

in which units are drawn one by one with or without replacement. In addition to

solve this problem, we are to provide a unified proof for the non-existence of

MVLUE in the Ts-class due to Prabhu- Ajgaonkar and Tikkiwal for sampling with

or without replacement.

We observe here that every sampling scheifie gives rise to probability p(st)
to be associated with the sample s, such that Z p(s¢)=1, the summation being over
all t, the number of possible samples according to the given sampling scheme. If
the units are drawn one by one all along without replacement, the number of

possible samples is @e n !, where as for unit by unit draw all along with
replacement, this number is N*. In the latter case none of p(sy) is zero; however in
the former case we have to take p(s)=0 forthose N“-G‘) n ! samples which do not

occur, if we regard the number of possible samples still to be N°. Thus, by taking '
relevant p(s,) to be zero, we can always take the number of possible samples to be
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N" in any unit-by-unit draw sampling scheme with or without replacement or _
partially with replacement and partially without replacement. This we do have in
order to deal with the problem of determining MVLUE simultaneously for all such
schemes. In this sense our approach is unified one, as one does not have to develop
theory for sampling without replacement separately from that for sampling with
replacement which is generally done otherwise as stated in Section 1. It may by
noted here that it is easy to invent sampling schemes which give rise to more than
N” possible samples. We rule out such sampling schemes from our consideration.

For wider applicability of the results, we examine first the existence of
unbiased estimators in each of the four classes for X=(xy, X, . . . , Xn), when x; can
take all values in the open interval (— %, ). If we regard X as a vector lying in
the N-dimensional vector space R™ then it amounts to examining the existence of
unbiased estimators in each of the four classes for all X € R ®. If there is no
unbiased estimator in a given class, then that class is said to be empty. When a
particular class in non- empty, we then proceed to examine for the existence or

otherwise of MVLUE in that class again for all X € R™.

Before discussing the main problem, we present below the partition of the
sample space, as referred in Section 1, alongwith the necessary terminology and
notations to be used subsequently.

Let the sample s; consist of k distinct units (iy, iy, . . . , i) where k=1,2,....n.
Let ij-th unit in this sample for j=1,2,...,k occur R:f” times with Y Ri(f’) =n. Let
. 1 1]
R® = (Ri(") , Rf”) ey RE")) . Let My; denote the total number of R® vectors, the
1 2 k

number which is independent of the nature of k units and is equal to ( ) [Koop, -

n-1
k-1

} k
{7], p.20]. For a given R(P), we have My, = [n! / T Rff) 17 possible number of
- j'l .

‘ samples for different ordering of the same units. Thus, the number of possible

samples for a given vector R(p) is also independent of the nature of k units. Let S,

be the set of these M i, samples; each sample having the same K units (i, ;.. i)

with ij-th units occuring Ri(_") times forj=1, 2, ..., k. For a given k distinct units,
]

we have My such sets. Let C; denote the class of these My sets for i=1,2,...,

IEL ];Il being the number of ways in which k distinct units can be chosen out

or N units. Let p(S;) and p(C;) denote respectively the probabilities of gettihg a

particular S, € C; and of getting that C; itself. Let p(s;), as above, denote the
probability of a sample s; € S;,. Let Z(y) stand for the summation over all possible

samples s, in different Sy’s spread over different Cy’s and X for summation over

all samples s, containing i-th unit for summation over all samples s, containing i-th
fori=1,2,..N.
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3. On the Non-Existence of MVLYE in ‘T 3-Class

An estimator in Ts-class, based on the 'sampl‘elst fort=1,2,...,N'is given
by ' "

k
hep 3 %)
=1 9

'T!'(‘3L1)v—.,

where BS' is the weight dcpendent on the sample s,. We first determine the welghts

B, in number N*, such that E (T 3) = T for all x € R™ and thereby show that this -
class of linear unbiased estimators is non-empty. Here - '

ET;) = 2 [A"--()ﬂst R(P) P, )]
im]

which in turn gives
2o B RP p(s, ) =1 | ' 32

fori=1,2,...,Nasthe necessary and sufﬁment condmons of unblasedness These
N equatlons are consistent as :

Sy =1/[p(s‘)C] for all s, with p(s;) = 0 ; g =P,

an arbitrary constant for all s, with p(s,) = O ; and with
V -1

C=[Zsh RP]=3 3 leM
iml =l p=1

provide a solution of (3.2). The quarnitity C, itself, means the total. nuinber of
times i-th unit occurs in different samples Thus, for samplmg thhout '
replacement,

e~

* and for sampling with replacement

C=x j (“) (N-1)™
1" \J
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n-j

[BE -4 ]

| Thus, the quantity C is mdependcnt of i and thus ﬁ varies only with the
probability of the sample.

Thus, T3-class’is, in general, a non-empty class. The variance of the estimator
T3 is given by

v (ly)- 2(1)[ﬁs‘(2j R:)) xi,.)]z pls)-T (3.3)

For minimisation of the variance of T3 with respect to the weights ﬂs‘, we
take

B=v(fs)-25n [zﬁ) B pGs )R” -~ 1] G

where A; is the Lagrange’s undetermined multiplier corresponding to (3.2)

fori=1,2,...,N. Equating 6@/ 6[35‘ to zero, we get

‘ [=a R?

1j 1

‘ ﬁst = (:) 7 for all s; with p(s; ) = 0
‘ o [E Rij X;. ] .
i, | 69

The choice of B> should hold for all x € R™ in order that the variance of
| _ T3 be minimum for all x € R®™. Let us take a particular population X = (0, 0, . ..
;% #0,0,...,0) with unit u; € s,. Then (3.5) implies that

—L_ forall s, with p(s, ).#0. . T
R G6)
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Let X=(x;, X, - - -, Xn) With all x; in the given s; being zero. Then (3.5) implies
that % (}qj Ri(:”) =0.So B =0, for all s, with p(s;) = 0. Similarly other s for

such s;’s can be shown to be zero. But this choice of BS' does not satisfy the
conditions of unbiasedness and hence there is a contradiction, showing there by the
non-existence of MVLUE. This gives the unified proof of the non-existence of
MVLUE ‘in Ts-class under consideration for sampling schemes with or without
replacement.

4.0On the Non-existence of MVLUE in Ts-Class

An estimator in Ts-class, based on a sample s, © S; is defined as

-z R? x -
[ : 4.1)

It has been shown by Bhaigava and Tikkiwal [2] that T»-class estimator due
to Godambe [3] and Koop [5] ; and Ts and Ts-class estimators due to Koop [5] lie
in this class. Basu’s estimator [1] based on distinct units for simple random
sampling with replacement also lies in this class. Thus it is a wider class and is
non-empty.

We now give a general proof of this class being non-empty class of linear
unbiased estimators. For this type of estimator to be unbiased, we must have

N-1
n (k-1] My

22 3 [ps,)R] B] - 1 ' - @2)
kel =1 p=l vt

fori=1,2,..., N.A consistant solution of these N equations is given by
Bis" =1/ [ p(S,)C Ri(p)] for all such weights with
: (E:ll) - " N-1) /n-1
C=2 = 2Q) =X =, ‘
5o 20 A (5

showing that the Ts-class, in general, is non-empty class. That this estimator is
different from Basu’s estimator for SRSWR is easily noted. The vanance of the .
estimator T5 is given by : :

vils)=2 = = [}:B’R x ]2 p(S,) - T

k1 p|j 43)
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By defining @ as in Section 3 wiih Aias Lagrange s undetermined multiplier
correspondlng to the i-th equation of (4.2) fori=1,2,..., N and then equating

a9%9 B to zero, we have

S, . )
ZB'R x |x=MA,foralli€ s,€ S
l:]. ﬁl’- E 1,-] A t P (44)

Con51der1ng the same two vector populatlons X, as in Section 3, in (4.4), we

get B =0 foralliand S However, the set of B with all their values zero, does

not satisfy the conditions of unbiasedness, thereby bringing a contmdlctlon Thus
MVLUE does not exist.

5.0n the Existence or Otherwise of MVLUE in T sClass

5.1. General discussion. An estimator in Ts- -class based on a particular sample s, is
given by

fo=3 x
® X , (5.1.1)

S
where B ¥ denotes the weight to be associated with X, the variate value of the unit
r

S
. drawn at r-th draw. The total number of weights B*is

N): N\ /n-1
n M [=nZ .
HORARRHNT )

The condition of unbiasedness gives rise to
n (N——ll) My S Moy
X X = ‘E[Br (Zp(s)é)]

k=1 I=1 p=l r=i t=]

(5.12)

fori=1,2,..., Nwith

1, if i~th unit occurs at r-th draw in sample Sy

=

|0, -otherwise

A consistent solution of these N equations is given by
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S Her
Bip=1/[C.n(Z 1 JCX )6)]

tel

(5.1.3)

- - S

forrand S, withC= | X N-1} (n-1 , provided the expression for 8 © is same
P e \k=1] | k=1} 1

for all i. In such situations, Ty-class is a non-empty class, otherwise the estimator

would jump to a new class due to Tikkiwal [11] which depends ona particular S,

the draw and the out-come at that draw.

In order to examine the existence or otherwise of MVLUE for the situations
where T¢-class is non-empty, we note that the variance of the estimator in Ts-class
_ is given by ' :

2

v (o) =30 [ (£67%) 56 )] -7

(5.1.4)
After differentiating the function
A S, )
?=V{6)-235 [Z9((%8]8,) p6,))-1]
with regard to a particular ﬁf" and putting that equal to zero, we get
Mu
[(zs X )x,, p(s)]
. t=1 r N
M,
=Z N|Z B p(st)
i€s, . |l (5.1.5)

The MVLUE will now be determined by solving (5.1.5) for different Brs"

along with the conditions of unbiasedness given by (5.1.2). We now use these
equations to obtain MVLUE in some special cases.
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5.2 The minimum variance linear unbiased estimation in T4class for simple
random sampling without replacement (SRSWOR)

From (5.1.3) we note that for SRSWOR, C= (N 11 ) and so ﬁ = Na for all '

Sp and 1. Thus, Te-class is non-empty for this sampling scheme. In this case, (5.1.5)
reduces to

n!

B[] - zafE o]

=(n—1)![ =N

ies,

for different S, and r’. For any given S, we have a set of n such equations. Taking
any two such equations one for r’ and other for r" (=/r’), we have

2 [ - & [)n)

which on further simplification gives

SP Sp 2
(ﬁ, - ﬁ,,> (n-1) £ x - Z xx [=0
r T i€s €S, ! L€ €S ]

Since in general, the second factor is not equal to Zero therefore,
B’ [3 ) =0. Asxtlstrueforanyarbltraryr r"and S ; B_" =K forall 5,

and r. That K=N/n is now seen from (5.1.2). Thus the classical estimatoris MVLUE
in this class for SRSWOR.. _

That, Te-class is an empty class for simple random sampling with
replacement for sample size n > 2 is seen by noting that in this case
[3 =N/ [ Mup R{® C] is not independent of i for n > 2. Similarly, we can see that

Te-class is also empty for Midzuno scheme of sampling with or without
replacement for any value of n > 1 and for Horvitz-Thomipson’s sampling scheme.

The estimator forsuch schemes jumps to the new class as observed in Section5.1. "

For SRSWR and n=2, the classical esumator lles m Tﬁ-class and alsoina

different new class by Tikkiwal [11], which depends on an Sp only, foralls, € S;.
These observations are noted as a special case of the geneml dlscusswn in the
following section. : C ‘
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5.3 Emptiness or otherwise of Tg-class for sampling with varying probabilities
with replacement.

For simplicity we limit our discussions to the case for the sample size n = 2.
In this case the set S, consists of samples containing either one distnict unit or two
distnict units. Thus Mklp, the number of samples in an S, is either one or two. If
‘the probability of selecting i-th unit at r-th draw is pi for all iand r= 1, 2'such that
2 (pi) = 1; then
(1 , foranS, consisting of samples with
2Npi i~th unit alone as distinct units ;

1., foranS; consisting of samples with
2Np;p; ithand j-th units as distinct units.

S
forr=1,2and all S;. In this case thc B ? is not only independent of i but also of r

and so depends only on Sp. Thus, its properties are perhaps better discussed by
treating this estimator in the different new class discussed in the prevxous section.

Otherwise proceeding as in Section 3, we can prove, using (5.1. 5), that B *=0 for

all r and S, there by showing that MVLUE does not exist in T6-class for this
sampling scheme

6.0n the Non-existence of MVLUE in T,Class

An estimator based on the sample s, in Tr-class is given by

tr-x - (B x) ©6.1)

The total number of weights Bs'o is nN" in general. These weights are fixed in
I

advance. The condition of unbiasedness gives rise to
5 . . 4
Zo [ 28,00, JpG)=1 | 6.2)

fori=1,2,..., N. With -
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1, if i-thunit occurs at the r—th draw in a givens, €S’
o = the sample space of all possible- samples
i =
0, otherwise

A consistant solution of these N equations is given by

5 - Pir )
ﬁ 2 (0x0)p () C 63)

fort=1,2,...,N,r=1,2,...,nandi=1,2,..., Nwith

N-1

n (k-1 ) My L
C=(Z = % M and p; denoting the probability of selecting i-th
k=l I=1 p=1 :

unit at r-th draw. Hence T6—class Is non-empty.The wvariance of the estimator is -

given by

2

VD =zy [(z6:X) pe)]-T | 69
After differentiating the function _ '
PV (11)-23h [ 59 ((228,) 06,))-1] (63)

with respect to ﬁs' and equating 8@/ 665'0 to zero, we get
Io T N

T T

[2Ex)% ]2 ©9)

with X denotmg the vanate value of the umt that occurs at r-th draw for a given

sample s,. For popu]atlon vector

X=[X =1, %020 for (i) =1, 2,...,N],

(6.6) gives B:o = A.i and for population vector X =[x, = 0 forall i € s, and arbitrary _

values for others] gives A, =0, Thus 6:0 =Oforany givens,, rand i. But this choice
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of Bs' does not satisfy the conditions of unbiasedness, thus leading to a
ro

contradiction. Hence MVLUE does not exist in this class.

1]

(2

&

(4]

i3]

(6]

(7

(8]

9

(10]

f11]

REFERENCES
Basu, D., 1958. On sampling with and without replacement, Sankhya, 20, 287-294.
Bhargava, N.K. and Tikkiwal, B.D, 1978. On the axioms of sample formation with their relevance
to T-Classes of linear estimators, Sankhya Series C, 40, 9-18. !

Godambe, V.P., 1955. A unified theory of sampling from finite population, Jour. Roy. Statist.
Soc.,B,17, 269-278.

Horvitz, D.G. and Thompson, D.J., 1952. A generalisation of sampling without replacement from
a finite universe. Jour. Amer. Statist. Assosc., 47, 663-685.

Koop, J.C., 1961. Contributions to the general theory of sampling finite population with
replacement and with unequal probabilities. Mimeo Series No. 296, Inst. of Statistics, North
Carolina (Ph.D. Thesis, 1957, N.C. State College).

, 1963. On the axioms of sample formation and their bearing on the construction of
linear estimators in sampling theory for finite population. Metrika 7 (2 and 3) 8-114,165-204.

, 1978. Comments on the paper by Bhargava and Tikkiwal, Sankhya, C, 40(1) : 19-20.
Prabhu-Ajgaonkar, S.G. and Tikkiwal, B.D:, 1961. On Horvitz and Thompson’s T-Classes
estimators, Ann. Math. Statist., 32, 923 (Abstract).

Tikkiwal, B.D., 1972. On unordering; of estimators in sampling with or without replacement and
its impact on T-Classes of estimators, Abstract, Inst. Math. Stat. Bulletin.

Tikkiwal, B.D. and Tikkiwal, G.C., 1979. Theoretical foundations of inference from finite
population and data analysis. Proceedings of International Conference in Statistics at Tokyo,
85-88.

Tikkiwal, G.C., 1988. A note on T-classes of linear estimators, Ganita Sandesh, 2,1, 32-38.



